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Abstract--A sej)arated flow model has been developed to allow the calculation of critical flow rates for 
steam-water mixtures. This model considers hydrodynamic as well as thermal non-equilibrium effects which 
are present due to rapid depressurization. Thus, this model incorporates interphase interaction terms for 
momentum, energy and mass. The mass transfer, evaporation or condensation rate. is coupled with the heat 
transfer between the two phases. Certain empiricisms are necessary to be included into this model, e.g. the size 
and number of nucleation sites at the onset of flashing. Transitions from one flow regime to the other are 
assumed to occur at certain void fractions. Justification of these assumptions is only possible by comparison 
with experimental results of different authors which in general shows good agreement. 

I. INTRODUCTION 

The concern about light water reactor safety has resulted in considerable research efforts in the 
last two decades. After a postulated break in a light water reactor cooling fluid circuit, flashing 

of the fluid will occur as soon as the pressure in the system falls below the saturation pressure. 

From that moment on a two-phase mixture of vapor and liquid will be flowing at least in parts of the 
circuit. Depending upon the velocity, the mass fraction of vapor and the thermodynamic 

properties, this mixture can move in very different "flow regimes", e.g. bubble, slug, and annular 

flow regime. Neither these flow regimes nor the transition from one flow regime to the other are 

very well understood. In spite of that, very extensive computer codes were developed to predict a 

priori the behavior of the fluid under such emergency conditions in a reactor. 

Of special concern is the mass flow rate exiting through a break in the cooling fluid circuit. 

This mass flow rate will define the time until the reactor core becomes uncovered, and how 

much water has to be pumped back in order to assure sufficient cooling. The knowledge of this 

maximum flow rate which can exit through such a break is essential for an accurate assessment 

of the overall behavior. Therefore, it was properly named the "critical" mass flow rate. This 

critical two-phase flow is the maximum possible mass flow rate through a given break geometry 

or a pipe for given upstream conditions. In general, the critical mass flux is achieved when 

(aOlap), = 0 [ll 

with G the mass flux and p the local pressure. The subscript s indicates that the ther- 

modynamic path is usually assumed to be isentropic. Equation [I] is sometimes called the 
choking criterion. 

This report describes the application of a newly developed separated two-phase flow model 

(two-fluid model) for the problem of critical two-phase flow. The main emphasis is on the 

derivation of an analytical model, which includes the major relevant physical phenomena, and 

can be used to make predictions suitable for comparison with experimental data. Hydro- 

dynamic as well as thermal non-equilibrium effects are considered. The evaporation or 
condensation rate is assumed to be limited by the heat transfer between the two phases. 
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2. PREVIOUS WORK 

Comprehensive reviews of critical two-phase flow were performed, e.g. by Jones & Saha 
(1977), Saha (1978), Wallis (1980) and Isbin (1980). Only a short summary of the previous work 

will be mentioned here in order to highlight differences to the separated flow model developed 
in this report. 

There are two types of non-equilibrium flow models, on the one side only velocity 
differences between the phases are considered (hydrodynamic non-equilibrium), while thermal 
equilibrium is assumed to be established. A second group of investigators assumes that the 
velocity ratio is close to unity, but thermal non-equilibrium is of major inportance. In addition 
to that, two-dimensional effects as well as diameter effects are believed by some to be the main 
cause of deviation between predictions and experiments. Some of the researchers include 
several of the effects mentioned above in their models. 

2.1 Hydrodynamic non.equilibrium models 
Considering different flow regimes of flow, it is apparent that a homogeneous two-phase flow 

model is not capable of describing different flow regimes. The phases have different densities 
and in many cases are not dispersed uniformly. Several authors have derived the velocity ratio 
of the two phases from first principles and found it to be only a function of the density ratio 
independent of the flow regime, e.g. Vance (1962), Fauske (1963), Cruver (1963) and Zivi (1964). 

In contrast it is known that in bubbly flow, which usually exists for a void fraction of t~ <0.2 
or 0.3 the velocity ratio is not too far from unity, e.g. Muir & Eichhorn (1967) or Kuo et al. 
(1979). 

In spite of this obvious discrepancy between theory and experiment, the above choked flow 
models are able to predict the critical mass flux fairly well in some cases. Since the critical mass 
flux is not too sensitive to the velocity ratio as can be see'n from figure 1. All the curves are 
calculated for constant entropy during change of state. 

The isentropic homogeneous equilibrium model (IH E) underpredicts the critical mass flux in 
some cases, but is quite successful for the prediction of flow in longer pipes. On the one hand 
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the velocity ratio tends to increase the predicted mass flux; on the other hand friction decreases 
the critical mass flux. It is suspected that both contrary effects result in reasonable predictions 
with the homogeneous equilibrium model. 

2.2 Thermal non-equilibrium models 
Thermal non-equilibrium--temperature differences between the phases--is believed to be 

the major cause of deviation between predictions and experimental results, especially if 
subcooled fluid enters the test section or in a very short test section. 

Homogeneous equilibrium flow assumes no heat transfer resistance; that means the latent 
heat necessary for evaporation or the latent heat set free during condensation is distributed 
immediately throughout the whole fluid. Actual fluids have heat resistances (e.g. at the 
interface), and therefore, it takes time before locally released or needed heat is transported. 
Especially in rapidly accelerating flows, the time to transport the heat might be in the same 
order of magnitude as the residence time in the flow conduit. Therefore, in expanding 
two-phase flow, relaxation will occur and consequently departure from thermodynamic equili- 
brium prevails. 

The extreme case would be frozen flow, where no quality change is assumed, Henry & 
Fauske (1971). In this case, only the already existing vapor would expand. Except for some flow 
experiments through orifices, this theory overestimates the flow rate considerably as indicated 
by Ardron & Furness (1976), while the equilibrium model underestimates the mass flux in most 
cases. Hence, in the actual case it may be expected that partial evaporation takes place, even 
when the flow path is relatively short. 

Henry (1970b) and Henry & Fauske (1971) tried to cope with thermal non-equilibrium by 
introducing an empirical coefficient, which represents the deviation from the homogeneous 
equilibrium model. It is directly proportional to the difference between the exit quality. The 
model does not try to represent the physical events. 

Shrock et ai. (1977) developed a two step model. Initially "frozen" flow was assumed 
(constant quality) until the pressure dropped by a certain amount below the saturation pressure, 
at which point sudden equilibrium was achieved and downstream from this point frozen flow 
occurred again. It is appreciated by the authors that the model does not represent the real 
physical behavior but they claim there is no satisfactory means to predict the number and size 
of microbubbles in the liquid triggering the nucleation process. ) 

A similar approach was accomplished by Edwards (1968). He assumed an arbitrary delay 
time before flashing starts as a function of the subcooling in the reservoir. Therefore, at the 
onset of flashing the liquid is already superheated. Furtheron he assumed that the bubble 
growth is limited by heat conduction to the interface using the analysis of Plesset & Zwick 
(1954). In addition, Edwards assumed that there are about l0 ~' to 10~m-3 nucleation sites 
present at the onset of flashing. 

Bailey (1951) preheated the water to reduce the amount of dissolved air and found an 
increase in mass flux. This indicates that dissolved gases are important in consideration of 
non-equilibrium aspects. 

2.3 Separated flow models 
In this approach, usually separate conservation equations are developed for each phase, 

Bour~ (1974), Ishii (1975). Therefore, these equations have to contain terms describing heat, 
mass and momentum transfer between the phases. These transport equations are normally not 
very well known, thus simplifications of the above equations or arbitrary assumptions are 
introduced to overcome the lack of knowledge. The advantage of the separated flow model is its 
capability to deal not only with hydrodynamic non-equilibrium between the phases but also 
with their temperature differences. 

Wolfert (1976) assumed a constant relative velocity of 0.15 m/s a bubble population of 
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number 5.109 m -~ and a minimum void fraction of 10 ", thus the minimum bubble diameter is 
7.2.10 -6 m. 

Rohatgi & Reshotko (1975) assumed essentially an isothermal flow of the liquid and bubble 
gro~vth limitation due to heat conduction. About 10 ~ m -~ heterogeneous nucleation sites were 

selected, only comparisons with nitrogen experiments were performed. Malnes (1975) looked in 
more detail into the question of nucleation sites. He claims that the release of dissolved gas is 
the main mechanism for bubble formation during decompression. He could explain the data by 
Henry (1968, 1970) only if he assumed in his model bubble growth controlled by heat 
conduction and a velocity ratio close to unity. Furtheron, he had to suppose a gas content of 
4.10-2m~/m ~ at 25°C and 10 ~ Pa. Zaloudek's (1964) experiments could only be matched by 
assuming a gas content of 5- 10 -4 m~/m ~ at the same conditions, thus the gas content is two 
orders of magnitude lower in the latter case. 

Rivard & Travis (1980) chose an initial number of bubbles of 10~m ~ as well as an initial 
void fraction of 2 • 10 -4 which results in an initial bubble diameter of 7.2 • 10 ~ m. 

In all these separated flow models there was an attempt to simplify the set of equations by 
introducing an empirical equation for the velocity ratio. 

Ardon et al. (1976, 1978) wrote different equations for both phases and described the 

interracial forces in the bubble flow regime as the sum of drag and virtual mass force. They 
suggest that the heat transfer from the liquid to the bubble takes place mainly by diffusion, thus 
no convection term is included. Yet in a later paper, Ardron and Ackerman (1978) concluded 
from experiments that the convection model of heat transfer is dominant. In their model, 
changes in liquid temperature were not accounted for. The analysis is therefore limited to very 
small steam fractions. In addition, it is assumed that the liquid superheat must exceed some 
critical value before appreciable nucleation takes place. This superheat was taken to bc 
AT = 3°C. They also introduced a rate equation for the formation of bubble nuclei. The 
effective initial density of heterogeneous nucleation sites was assumed to be l0 n m a. Addition- 
ally, the vapor is taken Io be an ideal gas, therefore the pressure range where this model is 
applicable is limited. Lyczkowski & Solbrig (1977) evaluated a separated flow model for 
unsteady state. A mass transfer rate as a function of relaxation time and empirical threshold 
quality is developed. Unfortunately, only comparison with one experiment is shown. 

All the models described in this chapter account for thermal nonequilibrium between the 

phases during~flashing. The models are usually restricted to bubbly flow and either the limited 
heat conduction or convection is made responsible for the deviation from thermodynamic 
equilibrium. Some attempts are made to account for unequal velocities between the phases 
either by empirical correlations or by introducing interfacial voice terms, (Ardron et al. 1978). 

3. THIS SEPARATED FI.OW MODEl. 

From the preceding literature review, it is apparent that all critical flow models have certain 
deficiencies which seem to prevent general application. Some models were developed simply by 
correlating data and finding an empirical relationship. In other models, thermal and/or hydro- 
dynamic non-equilibrium are considered, but these models are mainly limited to the bubbly flow 
regime. There are many uncertainties in critical mass flow, such as the effect of geometry, e.g. 
Simon (1972), two-dimensional flow effects and even the location where the choking occurs 
seems to be in question, e.g. Henry (1%8), Therefore, one cannot expect to overcome all 
empiricism in this complex flow easily where heat, mass and momentum transfer are present 
simultaneously. Nevertheless, it is believed that improvements are possible by developing a set 
of separated conversation equations for each phase and transfer equations to describe the flow 
behavior of flashing two-phase flow (Richter and Minas 1979, Richter 1981). 

It was shown by Kuo et al. (1979) that an appreciable improvement of the bubble flow 
regime is possible if separated conversation equations of mass and momentum are solved. This 
requires the knowledge of the interfacial terms--like the interfacial forces--in the momentum 
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equation. But during flashing, the mass transfer has to be described also, in order to predict the 
overall behavior of the flow and especially the critical two-phase flow. Information about heat, 
mass and momentum transfer is not only needed for the bubbly flow regime, but for other 
regimes also. 

In the model developed here, separated flow was considered with the following assump- 
tions: 

(a) Steady-state flow. 
(b) Liquid and vapor can have different velocities. These will be evaluated by appropriate 

interracial forces. 
(c) Mass transfer is limited by heat transfer between the phases. Heat transfer coefficients 

will include conduction as well as convection, as appropriate. 
(d) Friction pressure drop is included--this is especially important for blowdown through 

long pipes. 
(e) The flow is considered to be one-dimensional. There is some discussion about two- 

dimensional effects, but these are uncertain and thus this increased complexity has been 
avoided. 

3.1 Mass conservation equation 
The conservation equations for mass for both phases are (Wallis 1969): For the liquid (phase 

L). 

1 d W l . = / d p l . +  I dvl. I da IdA 
+ [21 Wi. dz Pl. dz vl. dz I - a  dz A dz 

where W is the mass flow rate, p the density, v the velocity, a the void fraction, A the total 
cross section and z the coordinate in the flow direction. 

For vapor (phase G), 

I OWe;= I..dp,;+ i.dva I d a +  1 dA 
We = dz p~; dz va 'd~z + a d z  A d z  [31 

dWald: is the evaporation rate, thus we can write: 

d WJd z = - d Wddz = W(dx/d z) [41 

with W the total steady-state flow rate and x the vapor mass fraction. 
The compressibility of the liquid is included and the vapor is treated as a real gas. In many 

cases the compressibility of the liquid 

dp,_ dp 
d-F - a0/.., 

can be neglected, but at high pressures close to the critical points, this compressibility might be 
of importance, e.g. for water at 15 MPa (2200 psia) at saturation we have 

(Opr.lOp),~, = _ !.7. [5] 
(apalap),a, 

Even more important is the real gas effect. At a pressure of I MPa the compressibility factor 
for saturated vapor is Z = plpRT = 0.93 and for pressure of 10 MPa, Z = 0.67. The real gas 
effect increases the predictions of critical mass flux somewhat. As an example, Sozzi & 
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Sutherland (1975) measured for an upstream pressure Po = 6.2 MPa and a quality of xo = 0.0008, 
a critical mass flux of 31.200 kg/m"s in a 0.11 m pipe with a diameter of 12.7 ram. This separated 
flow model including the real gas effect predicts a critical mass flux of 29.700 kg/m"s (about 5% 

too low) while the model calculates a mass flux of 28,100kg/m-'s (about 10% too low) if the 
vapor is treated like an ideal gas (Z = 1). With increase in pressure, the differences between 
these two predictions will increase. 

3.2 blomentum conserration equations 
The conservation equations for momentum for the two phase are written in the following 

way using [4] for the liquid phase: 

P L v L ( I - a ) A d V I ~ z  ~z d---) - = -  ( I - a ) A +  Ft .c ,A-F~, tA-(I - 'o) ( t '~-vc)W - p t g ( l - c O A c o s O  
• 7 .  

[61 

where 0 is the inclination angle of the flow conduit to the vertical. 

For the vapor phase. 

0 ~ ; t r ¢ ; c t A  d r ' t ;  _ dp d: d z a A -  FI t;A - F,t;A - TI(v~;- ul)W ~dx _ p~;gaA cos 0 [71 

F~.c; is the interfacial momentum transfer per unit volume. The terms F,,.i. and F,,; are the 
average interracial forces per unit volume between either phase and the wall. Except in the 
droplet flow regime, the vapor phase has almost no contact with the wall therefore we might 

write as well, 

F,,~; = 0 

and thus only F~,.~. accounts for the wall friction, which is introduced from Martinelli & 

Nelson (1948) to be 

dp 

where (dp/d:)~.),, is the friction pressure drop assuming the total flow rate to be liquid and ~o  is 
an empirical two-phase multiplier introduced by Martinelli and Nelson, which is a function of 

equilibrium quality x and the pressure. 
The second to last term in the two momentum equations [6] and [7] evaluates the momentum 

exchange due to mass transport (evaporation or condensation). When liquid is evaporating, its 
velocity is changing from v~. to v~;, the force associated with this velocity change is described 
with this term. The coefficient is not well known. Wallis (1969) has shown that for a reversible 

flow the coefficient "0 should be 

rl =0.5. 

This author studied the influence of the coefficient "0 on the predictions of pressure drop by 
varying r I between 0-< rl -< I and found only minor influences indicating that the effect of this 
term is small. With T1 = !. the total force is charged to the vapor, the pressure drop is slightly 
lower than with "0 = 0, but choking was usually predicted at approximately the same mass flow 
rate. The interfacial force F~.c, is known quite welt for bubbly as well as for annular flow. In the 
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bubbly flow regime this force is: 

3 ( C o ) !  - a a ( l  - a)~pt (v~  - VL)[V~ -- VLI + CpLv6a d l d z ( v ~  - VL). 
FL~ = 4 d [91 

The first term on the r.h.s, represents the drag force, the second term the apparent mass force 
due to the change in kinetic energy induced by the bubble motion in the liquid. For a sphere, the 
constant C is 0.5 which was used in this model. 

With the volumetric flux Jto given by 

h.o = (v~ - vO(l - a) [10l 

and a bubble Reynolds number 

Re = Ptjt,d [I !] 
P'L 

where d is the diameter of the bubble, we obtain the drag coefficient for one bubble (Wailis 
1969): 

24 Re,,.uT) Co = ~ e ( I  +0.15 [121 

and for Re > 1000 we have 

Co = 0.44. [131 

These correlations were originally developed for spherical particles in a fluid, but the drag 
coefficient should be valid for bubbles as well especially if the bubbles are not distorted and 
internal circulation is negligible. 

Finally, since we have many bubbles which might interfere with each other, the drag has to 
be a function of the bubble concentration. Rowe and Henwood (1961) suggested the correlation: 

(Co)l-,~ = C o ( I  - a ) " .  [14] 

The exponent m = -4.7 is almost independent of the Reynolds number, (Wallis 1969). 
The momentum equations [6] and [7] are valid for all flow regimes, but the interfacial 

force in [91 is restricted to the bubble flow regime, if the void fraction exceeds about ab = 0.2 to 
0.3 we can expect a transition from bubbly to another flow regime, at which bubble coalescence 
will occur. Further increase in void fraction will eventually lead to annular flow. Little is known 
about the flow regimes between bubbly and annular flow. Thus, some arbitrary assumptions 
about interfacial forces, heat transfer and interracial area have to be made for these inter- 
mediate flow regimes. These assumptions can only be justified if they predict the experimental 
flow behavior accurately. 

We approach the evaluation of the interfacial forces in the following way. We assumed that 
from a certain void fraction aa on, e.g. aa = 0.8 the flow regime will be annular. For this flow 
regime the interracial force is (Wallis 1969): 

FLG = 3 ~'~ X/(a)pG(VG -- VL)IVG -- Va I [151 

where C~ is an interfacial friction coefficient. 
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C a =0.005{I +75(1 - a)}. [16] 

As a first approximation it was assumed that in the flow regime between bubbly and annular 
flow, the interfacial friction factor can be interpolated linearly with void fraction a. Therefore, 
for this flow regime, which will be called "churn-turbulent", the following relationship for the 

interfacial friction factor applies 

Gb c~ 
[171 

where a~, is the void fraction, where coalescence of bubbles starts and Cab is the interracial 
friction factor at this particular void fraction derived by equivalence of [9] with [15], C~,, is the 
interracial friction factor at the onset of annular flow, to be specific, at the void fraction a,, e.g. 
a~ = 0.8 and [16]. We have varied the void fraction for onset of churn-turbulent flow from 
at, = 0.2 to 0.3 and found only significant differences in critical flow, if this transition occurs far 
upstream from the choking point. The equations above represent a complete description of the 
one-dimensional force balance for bubbly, churn-turbulent, and annular flow regime. 

3.3 Energy conservation equation 
For an adiabatic two-phase system the energy equation is: 

rdh,..  dzdX W[(hc;-hl)+~(vc;:-vl '")l+ v,  dz ] Wl. I. dz vt + WgcosO=O. 

[18l 

If we assume that the evaporation or condensation takes place only at the interface between 
the two phases, we have to evaluate the interracial area as well as the heat transfer coefficient 
at this interface. The latent heat has to be transported towards the interface by conduction 
and/or convection during evaporation, or has to be removed during condensation, in the bubbly 
flow regime it is relatively easy to evaluate the interfacial area if the number of bubbles per unit 

volume N and the average diameter of the bubbles d are known. In this case the void fraction 
is: 

wd ~ 
a = N  "-"6"-" [191 

Thus the surface area per unit volume is: 

a = NTrd". [201 

Usually there is less evaporation than equilibrium requires, since the latent heat has to be 
transported from the liquid core to the interface. We can therefore write: 

6h dx . dhc, 
--d-(Tt.- T~;)aA = W -~: h,x; + Wt; "~z " [2ll 

The I.h.s. represents the rate of heat transfer due to conduction and convection to the surface, 
where h is the heat transfer coefficient. The first term on the r.h.s, is the energy necessary to 
evaporate a certain mass fraction dx over a length dz. The last term represents the change of 
enthalpy of the bubble due to temperature and pressure changes. We assume the vapor has 
always saturation temperature. 
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and therefore, 
To = T,,, [22] 

: ( aho . dp  
d: \ Op/,~, d--~" [231 

Since the conductivity of the vapor is much lower than that of the liquid, this assumption holds 
only for small vapor entities. Certainly in annular flow this is questionable. 

The heat transfer coefficient h,[21], is described in the same way as for a flow around a single 
sphere. 

hd 
Nu = ~ = 2 + 0.6 Ref"Prc u3. [241 

The first term on the r.h.s, represents the heat conductivity term, while the second term is the 
contribution of convection to the overall heat transfer. Ardron (1978) observed in his critical 
flow experiments that the convection is the dominant mode of heat transfer. The Reynolds 
number in [24] has to be calculated with the relative velocities between the two phases. It 
differs from the Reynolds number presented in [I !]: 

Re 
Re. = 1 - a" [251 

Equation [24] represents the heat transfer coefficient around a single bubble or sphere. For a 
certain bubble population interference between bubbles is possible. This will probably result in 
a larger overall heat transfer. Since no correction factor has a function of bubble concentration 
could be found from the literature, the actual heat transfer might be underestimated. 

For the newly introduced churn-turbulent flow regime it is necessary to evaluate an 
appropriate interfacial area and heat transfer coemcient. We will consider this particular flow 
regime again as a transitional regime between bubbly and annular flow. 

To get the interfacial area we interpolate in a very similar fashion as for the interfacial 
friction factor. For the bubbly flow regime we have from [24] at onset of coalescence: 

, 6ab 
a~ = N . Ird~" = d--h- [26] 

where d~ is the average bubble diameter at this particular point. At the onset of annular flow at 
a void fraction as the interfacial area per unit volume is approximately 

40Ca 112 
as= D' [271 

with D the hydraulic diameter of the flow conduit, thus the interracial area per unit volume in 
the churn-turbulent flow is similar to [17]:  

a = ah + ah --  a a ( a  _ at ,) .  [281 
Ol h - -  aa 

The actual interfacial area in a certain conduit length dz would be: 

A~ = a - - ~  dz. [29] 
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Finally, the interfacial heat transfer coefficient in the churn-turbulent flow regime will be 
defined. From momentum and heat transfer analogy, a correlation of the Colburn type should 
eventually resemble a heat transfer coefficient at the interface. The Colburn analogy results in 

h prL:t~ = C_~ [301 
IOLCpL(UG - -  V L )  3 • 

But there should be a smooth transition from the heat transfer coefficient evaluated in [24] at 
the breakdown of the bubble flow regime (hb),~ and the one calculated in [30]. Thus we suggest 
that the actual heat transfer coefficient is: 

h 
ha,, = (hh)% (h),~ [31] 

where h is the heat transfer coefficient from [30], and (hh),,~ from [24]. The Colburn analogy is 
restricted to flows without any form drag. Thus, (hL~ is a pseudo-heat transfer coefficient 
calculated from [30], at the transition point from the bubble to the churn-turbulent flow regime. 
This is only introduced to have a smooth transition from one flow regime to the order. 

As mentioned above, some of the assumptions about the transitional churn-turbulent flow 
regime can only be justified by comparison with experimental results of different investigators. 

4. S O L U T I O N  O F T H I S  S E P A R A T E D  FLOW MODEL 

A computer program has been developed based on the separated flow model outlined in 
section 3. It is based on an explicit method. It requires the idput of the total flow geometry as a 
function of the axial coordinate z in the flow direction. In addition, upstream temperature and 
pressure or any other suitable thermodynamic properties have to be given to describe the 
stagnation state sufficiently. 

A mass flow rate will be estimated, eventually causing choking in the exit cross section. The 
computer program will calculate pressure, temperatures of the phases, velocities of the phases, 
quality, and void fraction. If the flow entering the conduit is subcooled, the program will switch 
to a bubble flow regime shortly after the saturation point is surpassed. For a void fraction 

usually larger than a > 0.3 a transition to the churn-turbulent flow regime will occur and for a 
void fraction a >0.8 annular flow is assumed. Choking is presumably reached when the 
pressure gradient becomes very large, e.g. Idp/dzl > 10 4 MPa/m. 

It is known that a certain superheat of a liquid is necessary before evaporation will start. 
This is also true in the case where heterogeneous mucleation sites like dissolved gas bubbles are 
present in the liquid. As was pointed out earlier for water, these nucleation sites are the only 
locations where evaporation takes place. The assumption necessary to allow for a finite initial 
superheat in this computation scheme is to postulate an initial bubble diameter do. From the 
available data an initial bubble diameter may be assumed: 

do = 2.5 • 10 -f m. [32] 

Reocreux (1976, 1977) measured the superheat before flashing starts. He ran experiments in the 
range of 0.1 MPa at the onset of flashing and found a superheat of I to 2°C. if we assume that 
equilibrium prevails between the inside and outside of the bubble before growth starts we get: 

Ap = 4or/do [33l 

and with the Clausius Clapeyron equation the superheat can be evaluated: 

AT = vlc, 4~r [341 
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where VLC is the difference in the specific volume, and SLG the entropy difference between 
vapor and steam; ~ is the surface tension. For the diameter given by [32] we get in the pressure 
range of Reocreux's experiments a superheat of 

AT = 1.3 to 0.7°C. [35] 

Malnes (1975) claimed that the water was already a certain amount of dissolved small gas 
bubbles--which serve as hetrogeneous nucleation sites, as described previously. Many other 
investigators assumed a certain number of nucleation sites. Fig. 2 shows the attempt to match 
the pressure profile in one of Reocreux's (1977) experiments by varying the nucleation site 
density N,. In this case an initial number of N~ = 109 m -3 seems to be appropriate. From Malnes" 
comparison with Zaloudek's (1964) data he concluded that the gas content is about 
5 • 10 -~ m~/m 3, thus we would get with [32] 

N~ = 6.10 ~° m -3. 

This shows generally good agreement with experimental results. In figure 3 the effect of 
nucleation site or initial bubble density is plotted versus the critical mass flux calculated for a 
short nozzle of Sozzi & Sutherland's test facility. For a very low number of nucleation sites, 
the flow should be close to frozen flow; for a very high number of bubbles the flow should be 
close to the homogeneous equilibrium flow model. 

From this diagram and comparison with the assumptions of several other investigators like 
Edwards (1968) and Sozzi & Sutherland (1975), we concluded that an appropriate initial bubble 
number density is 

Ni = 10" m -). [36] 

In this model is was assumed that no further nucleation sites are activated during flashing. This 
relatively high bubble density might compensate for the heat transfer coefficient which was 
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Figure 2. Pressure drop vs length of the lest section. Comparison of Reocreux's (1976) experiments and 
different initial bubble densities. 
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Figure 3. Effect of initial bubble density on critical mass flux. (Experiment from Sozzi & Sutherland 1975). 

argued earlier to be eventually too small, Experimental verification of these assumptions are 
centainly needed. 

5. COMPARISON OF THIS SEPARATE[)  FLOW MODEL WITH CRITICAL TWO-PHASE FLOW 

E X P F R I M E N T S  

Comparisons were made of critical flow rate predictions of this separated flow model with 
experimental results of different authors. 

Sozzi & Sutherland (1975) performed many experiments in different nozzles and pipe 
lengths. For one geometry and one particular upstream conditions, the detailed results obtained 
from this model will be studied next. 

For a stagnation pressure of Po = 6.63 MPa and an inlet quality of x, =-0 .0004 ,  these 
investigators measured a critical mass flux of G, = 33.930kg/m"s, while we obtained G,. = 
32.240 kg/m2s from the calculations. Thus we underpredicted by approximately 5%. It should be 
mentioned that Sozzi & Sutherland present their inlet quality as 

v , -  vl.(po) 
xo = vc ; (p , ) -  v,.(p,) 

where Vo is the specific volume at inlet and vc;(po), vt.(po) are the specific volumina of steam and 
water respectively for the stagnation pressure. From these calculations were plotted the 
predicted pressure along the test geometry (figure 4). In the entrance nozzle a rather rapid 
pressure drop takes place due to the acceleration of the fluid. At the same time flashing starts. 
The void fraction in the nozzle is relatively small as can be seen from figure 5 and the relative 
velocity between the two phases seems almost negligible (figure 6). But if we look at the 
contribution of convection to the overall heat transfer in [24] it is already over 40% of the 
overall heat transfer at the end of the inlet nozzle. In spite of that, the heat transfer is too small 
to assure thermal equilibrium. The temperature difference between the two-phases, or the 
superheat of the liquid, has risen to about AT = 7°C at the end of the nozzle (figure 7). In the 
pipe following the nozzle the overall pressure drop is small, but thermal non-equilibrium cannot 
be reestablished. About 5 cm before the end of the pipe, the void fraction increases to about 
a = 0.3, so that transition to the churn-turbulent flow regime takes place according to previous 
assumptions. Agglomeration of bubbles will occur and with it an increase in the velocity ratio 
between vapor and liquid (figure 6). This allows for much higher heat transfer and thermal 
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equilibrium is approached rapidly downstream from the transition, as can be seen from figure 7. 
At this particular point the flow is accelerating rapidly, the pressure drops sharply and choking 
occurs at the exit. Close to the exit, thermal nonequilibrium is increasing, as indicated by the 
increasing temperature difference between the phases. The exit pressure was calculated to be 
3.2 MPa while Sozzi & Sutherland measured a pressure of 4.3 MPA about 0.8 mm upstream for 
the exit. The accuracy of exit pressure measurements was questioned by many authors, e.g. 
lsbin (1980), Henry (1970), Zaloudek (1965). From this one example, several interesting 
conclusions can be drawn: 

--The velocity ratio in the bubbly flow regime is very close to unity, but nevertheless the 
small velocity difference between the two-phases is important for heat transfer. 

--In the bubbly flow regime only thermal non-equilibrium is important. 
--In the churn-turbulent flow regime, thermal equilibrium is reestablished, but hydrodynamic 

non-equilibrium becomes increasingly important. 
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- -At  the choking point, both thermal and hydrodynamic nonequilibrium become notable. 
For very short pipes, nozzles and orifices the separated flow model predictions cannot be 

expected to be accurate since two-dimensional effects are presumably important. Figure 8 
shows comparisons of this separated flow model with Edwards' (1%8) theory, and experimental 
results by Fauske (i%3). One should recall that Edwards introduced an additional empirical 
parameter to match the data for a short length of diameter ratio (L/D < 5). 

Henry (1970) compared his experimental data with different theories described in Chapter 2. 
He found satisfactory agreement between his data and his empirical correlation (Figure 9). 
Further comparison with Zaloudek's (1964) data show that the Henry model is probably not 
applicable universally. 

This separated flow model accounts for the different test geometries as well as different 
upstream conditions. It is capable of predicting the Henry as well as the Zaloudek data 
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reasonably well (figure 9) Henry calculated the exit quality from the homogeneous energy 
equation. From this separated flow model the calculated exit quality is plotted vs the critical 
mass flux in figure 9. The exit pressure of all experiments shown in figure 9 is approximately 
2 MPa. The calculations with this separated flow model result, in general, in a lower exit 
pressure. 

In another experiment, Henry (1968) compared the measured critical mass flux with the 
homogeneous critical mass flux and plotted this ratio versus the homogeneous exit quality. He 
found a minimum in the critical mass flux ratio with increase in exit quality (figure 10). This 
minimum is probably due to a change in flow regime and it was particularly interesting to see if 
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this separated flow model would be capable of predicting this minimum as well. "[he results of 
the calculations with this model are indicated in figure 10. The agreement is very good and thus 
the original assumption of flow regime transition seems It) be correct, as well as the void 
fraction, where this transition takes place. 

In the above comparisons the actual exit quality calculated from the separated flow model 
was used rather than the homogeneous equilibrium quality. Further comparisons were per- 
formed with the experimental results of Sozzi & Sutherh|nd (1975) in pipes of different lengths. 
in the experiments the pipe length after the inlet nozzle is varied. 

The upstream conditions and the test geometry must be known to predict the critical mass 
flu× with this separated flow model. Figures 11-14 show comparisons between the test data and 
the predictions. 

The agreement is generally very good. Comparing results in figures 9-14 for different pipe 
lengths also indicates the decrease in mass flux with an increase in pipe length. 
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CONCLUSIONS 

A one dimensional separated flow model was developed to allow the calculation of critical 
two-phase flow. This model included hydrodynamic as well as thermal non-equilibrium. The 
relative velocities between the two-phases depend upon interfacial forces. The evaporation or 

condensation rate is restricted by heat transfer between these phases. Therefore, superheat is 

necessary to establish mass transfer. 
Contingent upon the void fraction, different flow regimes are specified in this mode, like 

bubbly, churn-turbulent and annular. For the calculations, the upstream fluid conditions have to 
be known and the geometry of the test section. 

In addition to the above, the initial bubble density has to be assumed. These bubbles are 
presumably present as dissolved gases acting as nucleation sites at the onset of flashing. The 
contribution of walls on the number of nucleation sites has been neglected. The initial bubble 
density of N, = 10 I~ m -~ for this model is similar to the assumption of other authors, if at the 
entrance to the flow conduit a two-phase mixture is already present, the bubble density can be 
quite different depending upon the past history of the flow. 

Supplementally, the initial bubble diameter had to be described: this is equivalent to stating 

an initial void fraction. With this initial bubble diameter the superheat at onset of flashing can 
be evaluated. The superheat predicted on this basis seems to be in general agreement with 
measurements, Reocreux (1977). 

Calculations of two-phase flow behavior in pipes and nozzles with this separated flow model 
show several interesting results. In the bubble flow regime the velocity difference between the 
two-phases is very small, therefore it is understandable that many investigators neglect it. But if 

we assume thai the evaporation in expanding bubbly flow is limitcd by heat transfer, even small 
velocity differences bccomc important for the overall heat transfer, l)uring rapid dcprcs- 
surization in the bubbly flow regime the temperature difference bctween thc two-phases 

increases substanthdly. The liquid superheats, indicating in that the bubbly flow regime thermal 
non-equilibrium is important. Unfortunately, these predictions of this separated flow model 
cannot be compared with experimental results, since measurements of temperature between the 

gas and liquid in rapidly accelerating flow are difficult to obtain. 
The development of a separated flow model for other than bubbly or annular flow regimes is 

more difficult, since little is known about the interfacial transport processes. Thus certain 
empiricisms are necessary. The description of the churn-turbulent flow regime was deviccd as a 
transition regime between the bubbly and the annular flow regime. At void fraction of u~, = (I.3 
transition from bubble to churn-turbulent flow regime is assumed. Coalescence of bubbles takes 

place, decreasing the interfacial area but increasing the relative velocity between vapor and liquid. 
From the detailed calculations we found that in churn-turbulent flow the temperature difference 
between the phases is not growing as rapidly as in bubble flow, in some cases it is even decreasing. 

We concluded from our calculations that hydrodynamic non-equilibrium is prevailing in the 

churn-turbulent flow regime. The transition from churn-turbulcnt to the annular flow regime is 

presumably taking place at a void fraction of u~ = 0.8. 
Comparison of critical mass flow rate predictions of this separated two-phase flow model 

with experimental results of several investigators shows generally good agreement. This 
indicates that the assumptions incorporated in this model are justified. The introduction of 
several flow regimes into this model is necessary to verify some of the experimental results. 
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